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 Evidence of Stochastic Acceleration of Secondary 
Antiprotons by Supernova Remnants!

10 GeV the positron fraction decreases with increasing
energy as expected from the secondary production of
cosmic rays by collision with the interstellar medium.
The positron fraction is steadily increasing from 10 to
!250 GeV. This is not consistent with only the secondary
production of positrons [17]. The behavior above 250 GeV
will become more transparent with more statistics which
will also allow improved treatment of the systematics.

Table I (see also [13]) also presents the contribution of
individual sources to the systematic error for different bins
which are added in quadrature to arrive at the total system-
atic uncertainty. As seen, the total systematic error at the
highest energies is dominated by the uncertainty in the
magnitude of the charge confusion.

Most importantly, several independent analyses were
performed on the same data sample by different study
groups. Results of these analyses are consistent with those
presented in Fig. 5 and in Table I (see also [13]).

The observation of the positron fraction increase with
energy has been reported by earlier experiments: TS93
[18], Wizard/CAPRICE [19], HEAT [20], AMS-01 [21],
PAMELA [22], and Fermi-LAT [23]. The most recent
results are presented in Fig. 5 for comparison. The accu-
racy of AMS-02 and high statistics available enable the
reported AMS-02 positron fraction spectrum to be clearly
distinct from earlier work. The AMS-02 spectrum has the
unique resolution, statistics, and energy range to provide
accurate information on new phenomena.
The accuracy of the data (Table I and [13]) enables us to

investigate the properties of the positron fraction with
different models. We present here the results of comparing
our data with a minimal model, as an example. In this
model the eþ and e# fluxes,!eþ and!e# , respectively, are
parametrized as the sum of individual diffuse power law
spectra and the contribution of a single common source
of e$:

!eþ ¼ CeþE
#!eþ þ CsE

#!se#E=Es ; (1)

!e# ¼ Ce#E
#!e# þ CsE

#!se#E=Es (2)

(with E in GeV), where the coefficients Ceþ and Ce#

correspond to relative weights of diffuse spectra for posi-
trons and electrons, respectively, and Cs to the weight of
the source spectrum; !eþ , !e# , and !s are the correspond-
ing spectral indices; and Es is a characteristic cutoff energy
for the source spectrum. With this parametrization the
positron fraction depends on five parameters. A fit to the
data in the energy range 1–350 GeV based on the number
of events in each bin yields a "2=d:f: ¼ 28:5=57 and the
following: !e# # !eþ ¼ #0:63$ 0:03, i.e., the diffuse
positron spectrum is softer, that is, less energetic with
increasing energy, than the diffuse electron spectrum;
!e# # !s ¼ 0:66$ 0:05, i.e., the source spectrum is
harder than the diffuse electron spectrum; Ceþ=Ce# ¼
0:091$ 0:001, i.e., the weight of the diffuse positron flux
amounts to !10% of that of the diffuse electron flux;
Cs=Ce# ¼ 0:0078$ 0:0012, i.e., the weight of the com-
mon source constitutes only !1% of that of the diffuse
electron flux; and 1=Es ¼ 0:0013$ 0:0007 GeV#1, corre-
sponding to a cutoff energy of 760þ1000

#280 GeV. The fit is
shown in Fig. 6 as a solid curve. The agreement between
the data and the model shows that the positron fraction
spectrum is consistent with e$ fluxes each of which is the
sum of its diffuse spectrum and a single common power
law source. No fine structures are observed in the data. The
excellent agreement of this model with the data indicates
that the model is insensitive to solar modulation effects
[24] during this period. Indeed, fitting over the energy
ranges from 0.8–350 GeV to 6.0–350 GeV does not change
the results nor the fit quality. Furthermore, fitting the data
with the same model extended to include different solar
modulation effects on positrons and electrons yields simi-
lar results. This study also shows that the slope of the
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FIG. 4 (color). (a) Stability of the measurement in the energy
range 83.2–100 GeVover wide variations of the cuts fitted with a
Gaussian of width 1.1%. (b) The positron fraction shows no
correlation with the number of selected positrons.
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FIG. 5 (color). The positron fraction compared with the most
recent measurements from PAMELA [22] and Fermi-LAT [23].
The comparatively small error bars for AMS are the quadratic
sum of the statistical and systematic uncertainties (see Table I
and [13]), and the horizontal positions are the centers of
each bin.
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behavior which is distinct from that observed in the
antiproton-to-proton, antiproton-to-positron, and proton-
to-positron flux ratios.
To examine the rigidity dependence of the flux ratios

shown in Figs. 3(a) and 3(b) quantitatively in a model
independent way, Eq. (4) is fit to the flux ratios over their
rigidity ranges with a sliding window. For each flux ratio,
the width of the window varies with rigidity to have
sufficient sensitivity to the slope k such that each window
covers between four and eight bins. The variations of C and
slope k for the (p̄=p) flux ratio are shown in Fig. 4. At low
rigidity the slope k crosses zero, that is, the ratio reaches a
maximum at ∼20 GV as also clearly seen in the parameter
C. As seen from Fig. 5 of Supplemental Material [18], the
rigidity dependence of the (p̄=eþ) and (p=eþ) flux ratios
are nearly identical to that of the (p̄=p) flux ratio. Also
shown in Fig. 4, as well as in Fig. 5 of the Supplemental
Material [18], are the mean values of the flux ratios over the
intervals where they are rigidity independent.
In conclusion, with this measurement of the antiproton

flux and the (p̄=p) flux ratio, AMS has simultaneously
measured all the charged elementary particle cosmic ray
fluxes and flux ratios. In the absolute rigidity range ∼60 to
∼500 GV, the antiproton, proton, and positron fluxes are
found to have nearly identical rigidity dependence and the
electron flux exhibits a different rigidity dependence. In the
absolute rigidity range below 60 GV, the (p̄=p), (p̄=eþ),
and (p=eþ) flux ratios each reaches a maximum. In the
absolute rigidity range ∼60 to ∼500 GV, the (p̄=p),
(p̄=eþ), and (p=eþ) flux ratios show no rigidity depend-
ence. These are new observations of the properties of
elementary particles in the cosmos.
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FIG. 4. Sliding window fits of Eq. (4) to the (p̄=p) flux ratio
measured by AMS with parameter C (green, left axis) and the
slope k (blue, right axis). The green and blue shaded regions
indicate that the errors are correlated between adjacent points.
The points are placed at R0. The dashed blue line at k ¼ 0 is to
guide the eye. The black arrow indicates the lowest rigidity above
which the flux ratio is consistent with being rigidity independent
and the black horizontal band shows the mean value and the
1-sigma error of the flux ratio above this rigidity.
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the probability density fr0 depends only on the distance r0

to the source,

fr0ðr0Þ ¼
1

2!

Z 2!

0
d"0r0gðrðr0;"0Þ;"ðr0;"0ÞÞ: (4)

This function is shown in the right-hand panel of Fig. 2.
We assume that the sources are uniformly distributed in

time, i.e. their probability density ftðtÞ is

ftðtÞ ¼
!
1=tmax for 0 $ t $ tmax;
0 otherwise;

(5)

with tmax standing for the earliest time considered, which is
related to the minimum energy for which our calculation is
valid through:

tmax ¼ ðbEminÞ%1: (6)

The total number N of sources that are needed in the
Monte Carlo simulation to reproduce the (observed) num-
ber N ’ 300 of SNRs active in the Galaxy at any given
time depends on the average lifetime of a SNR, #SNR,
which is suggested to be &104 yr [18], hence

N ¼ 3' 106
"N
300

#"
tmax

108 yr

#"
#SNR
104 yr

#%1
: (7)

III. FITTING THE eþ þ e% SPECTRA

A schematic description of the present framework is
shown in Fig. 3. Cosmic rays are shock accelerated in
SNRs and then diffuse through the Galaxy to the Earth
undergoing collisions with interstellar matter en route and
creating secondary eþ. As discussed, the ratio of the sec-
ondary eþ to the primary e% from the sources should
decrease with energy, in contrast to the behavior seen by
PAMELA. We follow Ref. [19] in explaining this by
invoking a new component of eþ which is produced
through cosmic ray interactions in the SNRs, and then
shock accelerated, thus yielding a harder spectrum than
that of their primaries. We discuss these components in

turn below and calculate their relative contributions by
normalizing to the $-ray flux from the SNRs, which pro-
vides an independent measure of the hadronic interactions
therein.

A. Primary electrons

The radio and x-ray emission observed from SNRs is
interpreted as synchrotron radiation of electrons acceler-
ated up to energies of Oð100Þ TeV [18]. The spectrum of
this radiation then determines the spectrum of the under-
lying relativistic electrons. Moreover the theory of diffu-
sive shock acceleration [16,17] predicts similar spectra for
the accelerated protons and nuclei as for the electrons. If
the $-ray emission observed by HESS from a number of
identified SNRs is assumed to be of hadronic origin, we
can use the measured spectra to constrain both the relativ-
istic proton and electron population.
Table I shows a compilation of $-ray sources observed

by HESS that have been identified as SNRs. We have
included all identified shell-type SNRs and strong SNR
candidates in the HESS source catalog [49], and also added
the SNRs IC 443, Cassiopeia A andMonoceros. Actually it
is not clear that the acceleration of secondaries does occur
in all the SNRs considered, especially when the $-ray
emission is associated with a neighboring molecular cloud
rather than coming from the vicinity of the shock wave. In
fact the $ rays could equally well be due to inverse-
Compton scattering by the relativistic electrons respon-
sible for the observed synchroton radio and x-ray emission.
Therefore, we have considered three possibilities—includ-
ing all sources implies a mean power-law spectral index for
the protons of h!i ¼ 2:5, while excluding steep spectrum
sources with !> 2:8 gives h!i ¼ 2:3 and excluding
sources with !> 2:6 yields h!i ¼ 2:4. In the following
we adopt the central value, ! ¼ 2:4, for the electron popu-
lation too, unless stated otherwise. This requires a com-
pression factor of r $ 3:3 in contrast to the value of r ¼ 4
expected for a strong shock, so there is clearly some
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FIG. 3 (color online). Schematic description of contributions to the galactic cosmic rays observed at the Earth in the present
framework.
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cosmic rays in the Galaxy is

nCR(E) = NCRRSN τesc(E). (7)

The equilibrium spectrum of secondary e− + e− pro-
duced by cosmic ray interactions in the Galaxy is de-
termined by a balance between injection, losses and
escape from the Galaxy. For the diffusion coefficient
D(E) ≈ 1028E0.6

GeV cm2s−1 the loss time is shorter than
the escape time at all energies above ∼ 10 GeV, namely
at all energies of interest for us. In this case the equilib-
rium spectrum of the diffuse secondary pairs can easily
be written as

n±(E) =
KNnHc

b(E)

∫ Emax

E

dE′′

∫

dE′nCR(E′)
dσ±(E′, E′′)

dE′
,

(8)
where nH is the gas density averaged over the volume
of the Galaxy (including disc and halo) and a coefficient
KN ∼ 1.2 − 1.8 is introduced to account for the inter-
action of nuclei other than hydrogen. Following [14] we
use KN = 1.8. Clearly, the choice of a different diffu-
sion coefficient in the Galaxy may lead to the need for a
more detailed solution, taking into account the interplay
between escape and losses. Moreover if a non-leaky box
model is used, a slightly different slope of the equilibrium
spectra is obtained, though the positron fraction remains
unaffected.

Similarly, for the secondary pairs produced inside the
sources, one has:

ns
±(E) = KNRSN

1

b(E)

∫ Emax

E

dE′Ns
±(E′), (9)

where Ns
±(E)dE = 4πp2 [f±,0 + (1/2)Q2τSN ] u2τSNdp is

the distribution function of pairs at the sources in energy
space instead of momentum space (we integrated Eq. (4)
over the downstream volume, exactly as for CRs).

Finally, for the spectrum of primary electrons in the
sources we adopt the standard procedure of assuming
that Ne(E) = KepNCR(E), where Kep ≈ 7 × 10−3. The
equilibrium spectrum of primary electrons is then:

ne(E) = KepRSN

1

b(E)

∫ Emax

E

dE′NCR(E′). (10)

Before illustrating the results of our calculations we dis-
cuss briefly the choice of diffusion coefficient in the accel-
erator, which is not the same as in the Galaxy, because of
the generation (and damping) of turbulence in the shock
region, either due to the same accelerated particles [11]
or due to fluid instabilities. Here we carry out the cal-
culations for a Bohm-like diffusion coefficient, which we
write as:

DB(E) = KB
1

3
rL(E)c = 3.3×1022KBB−1

µ EGeV cm2s−1.

(11)
Here Bµ is the local ordered magnetic field in units of
µG and the coefficient KB ≃ (B/δB)2 allows to consider

FIG. 1: Positron fraction as a function of energy. The data
points are the results of the PAMELA measurement.

faster diffusion (KB > 1), which is common when mag-
netic field amplification is not as efficient.

These are all the ingredients needed for the calcula-
tion of the positron and electron fluxes at Earth. The
positron fraction, defined as the ratio of the total flux
of positrons to the total flux of e− + e+, is plotted in
Fig. 1. The data points are the results of the PAMELA
measurement. The error bar on energy is of the order
of half the distance between two consecutive data points.
The solid line refers to the case of maximum energy of
the accelerated particles (and therefore also of the sec-
ondary particles after reacceleration) Emax = 100 TeV,
while the dash-dotted and dotted lines refer respectively
to Emax = 10 TeV and Emax = 3 TeV. The dashed curve
represents the standard contribution to the positron frac-
tion from secondary diffuse pairs. We adopt a reference
age τSN ≈ 104 years for a SNR. The three curves refer
to {KB, ngas,1, Bµ, u8} = {20, 1.3, 1, 0.5} for Emax = 100
TeV, {20, 2, 1, 0.5} for Emax = 10 TeV, and {20, 3, 1, 0.5}
for Emax = 3 TeV (ngas,1 is the gas density close to the
SNR in units of 1cm−3 and u8 = u1/108cm/s). One can
see that these values are appropriate for old supernova
remnants, which however are also expected to be the ones
that contribute the most to the cosmic ray flux below
the knee. Unfortunately during such phase the maxi-
mum energy of accelerated particles decreases in time in
a way which is very uncertain: slowly in the case of no
damping and rather fast if effective magnetic field am-
plification and damping are present. This is the reason
why in Fig. 1 we considered the three values of Emax.
A solid evaluation of this effect can only be achieved by
carrying out a fully time dependent calculation (Caprioli
and Blasi, in preparation). A prediction of this scenario
is that the positron fraction grows and eventually levels
out at ∼ 40− 50%. The fluxes of electrons and positrons
are plotted in Fig. 2 for the case Emax = 100 TeV. We
assumed that the closest source of cosmic rays is located

Blasi, PRL 2009

Interplay of three typical timescales for CRs: Spallation, Escape and 
Acceleration inside the Sources. 
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sions inside of SNRs and then accelerated before escap-
ing into the interstellar medium (ISM) [25, 26]. It is this
case that we consider in this study. In particular, within
this scenario, the same stochastic acceleration processes
which accelerate CR positrons in the supernova shocks
will also accelerate other species of CR secondaries, such
as antiprotons and boron nuclei. Thus, as was shown
in Refs. [26, 45], a rise in the antiproton-to-proton and
boron-to-carbon ratios are also expected to occur at high
energies, >∼ 100 GeV (see though [46, 47]). Recently, the
PAMELA [48] and AMS [49] collaborations presented
their first measurements of the boron-to-carbon ratio, re-
vealing no evidence for any rise up to the highest mea-
sured energies, ∼400 GeV. In this paper, we make use
of this measurement to place constraints on models in
which the observed rise in the CR positron fraction is
the result of the acceleration of positron secondaries.

The remainder of this article is structured as follows.
In Sec. II, we describe our calculations of the boron-
to-carbon ratio, the antiproton-to-proton ratio, and the
positron fraction in some detail. We then present our
results in Sec. III. We find that secondary acceleration
models capable of explaining the observed positron frac-
tion are also incompatible with the boron-to-carbon ra-
tio, as measured by AMS and PAMELA. We summarize
our results and conclusions in Sec. IV.

II. CALCULATION SETUP AND
ASSUMPTIONS

Diffusive shock acceleration in galactic SNRs can be re-
sponsible for the spectrum of CRs up to ∼ PeV energies
(at much higher energies, extragalactic sources are pre-
sumably responsible). Ambient electrons, protons, and
nuclei are accelerated by the shock front, generating a
spectrum that is expected to take a power-law form,
dN/dE ∝ E−γ+2, where the index γ depends on the
conditions of the shock. For a supersonic shock the com-
pression ratio, r = v−/v+, is taken to be r = 4, where
v+ is the plasma down-stream velocity (inside the shock)
and v− the plasma up-stream velocity (outside the shock)
(both defined in the frame of the shock front). The index
γ is related to r by γ = 3r/(r−1). For r = 4, this yields a
E−2 injection spectrum for the primary CR component.

While being accelerated inside of the supernova shock,
these particles may also interact with the dense gas and
spallate or decay to produce lighter species [25, 26]. The
relevant source term for these lighter species is given by:

Qi(Ekin) = ΣjNj(Ekin)

[

σsp
j→i β c ngas +

1

Ekin τdecj→i

]

,

(1)
where Ekin is the kinetic energy per nucleon (in GeV),
Nj gives the spectrum of the parent nucleus species j,
σsp
j→i is the partial cross section from species j to species

i, τdecj→i is the timescale for the decay of species j to i, and
ngas is the density of gas where the spallation occurs.

The same processes also provide a corresponding loss
term:

Γi(Ekin) = σsp
i β c ngas +

1

Ekin τdeci

, (2)

where σsp
i and τdeci are the total spallation cross section

and total decay lifetime of nuclei species i, respectively.
Combining Eqs. 1 and 2 with the effects of advection,

diffusion, and adiabatic energy losses, one gets the trans-
port equation for species i:

v
∂fi
∂x

= Di
∂2fi
∂x2

+
1

3

dv

dx
p
∂fi
∂p

− Γifi + qi, (3)

where fi is the phase space density of CR species i and qi
is the relevant source term. CRs are typically accelerated
in the shock over a timescale on the order of τSN

∼ 104

yr. If enough nuclei of species i are produced via spal-
lation or decay, and are accelerated in the SNR before
undergoing further spallation or decay (1/Γi ≫ τacc),
this can have a significant impact on the CR spectrum.
The additional component resulting from this process is
referred to as the secondary CRs accelerated inside of the
SNRs. The authors of Ref. [26] solved Eq. 3 analytically
and calculated the phase space densities for particles, i,
both up-stream and down-stream from the shock front,
including both primary and secondary accelerated CRs.
Here, we will use the same formalism, and present por-
tions of their calculation where necessary (see Ref. [26]
for more details).

In solving Eq. 3, we apply the boundary conditions
that the phase space density for species i far up-stream
(far away from the supernova shock) is equal to the am-
bient density Yi, and its gradient in momentum is zero:

lim
x→−∞

fi(x, p) = Yiδ(p− p0), (4)

lim
x→−∞

∂fi(x, p)

∂p
= 0.

Following Ref. [26], the the phase space density down-
stream, f+

i , is given by:

f+
i (x, p) = fi(0, p) +

q+i (0, p)− Γ+
i (p)fi(0, p)

v+
x, (5)

where x is the distance from the shock front and q±i is
the total source term for species i, given by:

q±i (x, p) = Σj>i fj Γ
±
j→i. (6)

The only difference between Γ+ and Γ− comes from
different down-stream and up-stream gas densities. Ig-
noring the decay lifetimes of CRs inside and around
the supernova shock, we get that q+i /q

−
i = Γ+

i /Γ
−
i =

n+
gas/n

−
gas = r. Following Ref. [26], we also assume that

D+
i = D−

i .

2
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which the observed rise in the CR positron fraction is
the result of the acceleration of positron secondaries.
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In Sec. II, we describe our calculations of the boron-
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(both defined in the frame of the shock front). The index
γ is related to r by γ = 3r/(r−1). For r = 4, this yields a
E−2 injection spectrum for the primary CR component.

While being accelerated inside of the supernova shock,
these particles may also interact with the dense gas and
spallate or decay to produce lighter species [25, 26]. The
relevant source term for these lighter species is given by:

Qi(Ekin) = ΣjNj(Ekin)

[

σsp
j→i β c ngas +

1

Ekin τdecj→i

]

,

(1)
where Ekin is the kinetic energy per nucleon (in GeV),
Nj gives the spectrum of the parent nucleus species j,
σsp
j→i is the partial cross section from species j to species

i, τdecj→i is the timescale for the decay of species j to i, and
ngas is the density of gas where the spallation occurs.

The same processes also provide a corresponding loss
term:

Γi(Ekin) = σsp
i β c ngas +

1

Ekin τdeci

, (2)

where σsp
i and τdeci are the total spallation cross section

and total decay lifetime of nuclei species i, respectively.
Combining Eqs. 1 and 2 with the effects of advection,

diffusion, and adiabatic energy losses, one gets the trans-
port equation for species i:

v
∂fi
∂x

= Di
∂2fi
∂x2

+
1

3

dv

dx
p
∂fi
∂p

− Γifi + qi, (3)

where fi is the phase space density of CR species i and qi
is the relevant source term. CRs are typically accelerated
in the shock over a timescale on the order of τSN

∼ 104

yr. If enough nuclei of species i are produced via spal-
lation or decay, and are accelerated in the SNR before
undergoing further spallation or decay (1/Γi ≫ τacc),
this can have a significant impact on the CR spectrum.
The additional component resulting from this process is
referred to as the secondary CRs accelerated inside of the
SNRs. The authors of Ref. [26] solved Eq. 3 analytically
and calculated the phase space densities for particles, i,
both up-stream and down-stream from the shock front,
including both primary and secondary accelerated CRs.
Here, we will use the same formalism, and present por-
tions of their calculation where necessary (see Ref. [26]
for more details).

In solving Eq. 3, we apply the boundary conditions
that the phase space density for species i far up-stream
(far away from the supernova shock) is equal to the am-
bient density Yi, and its gradient in momentum is zero:

lim
x→−∞

fi(x, p) = Yiδ(p− p0), (4)

lim
x→−∞

∂fi(x, p)

∂p
= 0.

Following Ref. [26], the the phase space density down-
stream, f+

i , is given by:

f+
i (x, p) = fi(0, p) +

q+i (0, p)− Γ+
i (p)fi(0, p)

v+
x, (5)

where x is the distance from the shock front and q±i is
the total source term for species i, given by:

q±i (x, p) = Σj>i fj Γ
±
j→i. (6)

The only difference between Γ+ and Γ− comes from
different down-stream and up-stream gas densities. Ig-
noring the decay lifetimes of CRs inside and around
the supernova shock, we get that q+i /q

−
i = Γ+

i /Γ
−
i =

n+
gas/n

−
gas = r. Following Ref. [26], we also assume that

D+
i = D−

i .
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sions inside of SNRs and then accelerated before escap-
ing into the interstellar medium (ISM) [25, 26]. It is this
case that we consider in this study. In particular, within
this scenario, the same stochastic acceleration processes
which accelerate CR positrons in the supernova shocks
will also accelerate other species of CR secondaries, such
as antiprotons and boron nuclei. Thus, as was shown
in Refs. [26, 45], a rise in the antiproton-to-proton and
boron-to-carbon ratios are also expected to occur at high
energies, >∼ 100 GeV (see though [46, 47]). Recently, the
PAMELA [48] and AMS [49] collaborations presented
their first measurements of the boron-to-carbon ratio, re-
vealing no evidence for any rise up to the highest mea-
sured energies, ∼400 GeV. In this paper, we make use
of this measurement to place constraints on models in
which the observed rise in the CR positron fraction is
the result of the acceleration of positron secondaries.

The remainder of this article is structured as follows.
In Sec. II, we describe our calculations of the boron-
to-carbon ratio, the antiproton-to-proton ratio, and the
positron fraction in some detail. We then present our
results in Sec. III. We find that secondary acceleration
models capable of explaining the observed positron frac-
tion are also incompatible with the boron-to-carbon ra-
tio, as measured by AMS and PAMELA. We summarize
our results and conclusions in Sec. IV.

II. CALCULATION SETUP AND
ASSUMPTIONS

Diffusive shock acceleration in galactic SNRs can be re-
sponsible for the spectrum of CRs up to ∼ PeV energies
(at much higher energies, extragalactic sources are pre-
sumably responsible). Ambient electrons, protons, and
nuclei are accelerated by the shock front, generating a
spectrum that is expected to take a power-law form,
dN/dE ∝ E−γ+2, where the index γ depends on the
conditions of the shock. For a supersonic shock the com-
pression ratio, r = v−/v+, is taken to be r = 4, where
v+ is the plasma down-stream velocity (inside the shock)
and v− the plasma up-stream velocity (outside the shock)
(both defined in the frame of the shock front). The index
γ is related to r by γ = 3r/(r−1). For r = 4, this yields a
E−2 injection spectrum for the primary CR component.

While being accelerated inside of the supernova shock,
these particles may also interact with the dense gas and
spallate or decay to produce lighter species [25, 26]. The
relevant source term for these lighter species is given by:

Qi(Ekin) = ΣjNj(Ekin)

[

σsp
j→i β c ngas +

1

Ekin τdecj→i

]

,

(1)
where Ekin is the kinetic energy per nucleon (in GeV),
Nj gives the spectrum of the parent nucleus species j,
σsp
j→i is the partial cross section from species j to species

i, τdecj→i is the timescale for the decay of species j to i, and
ngas is the density of gas where the spallation occurs.

The same processes also provide a corresponding loss
term:

Γi(Ekin) = σsp
i β c ngas +

1

Ekin τdeci

, (2)

where σsp
i and τdeci are the total spallation cross section

and total decay lifetime of nuclei species i, respectively.
Combining Eqs. 1 and 2 with the effects of advection,

diffusion, and adiabatic energy losses, one gets the trans-
port equation for species i:
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+
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dv
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∂fi
∂p

− Γifi + qi, (3)

where fi is the phase space density of CR species i and qi
is the relevant source term. CRs are typically accelerated
in the shock over a timescale on the order of τSN

∼ 104

yr. If enough nuclei of species i are produced via spal-
lation or decay, and are accelerated in the SNR before
undergoing further spallation or decay (1/Γi ≫ τacc),
this can have a significant impact on the CR spectrum.
The additional component resulting from this process is
referred to as the secondary CRs accelerated inside of the
SNRs. The authors of Ref. [26] solved Eq. 3 analytically
and calculated the phase space densities for particles, i,
both up-stream and down-stream from the shock front,
including both primary and secondary accelerated CRs.
Here, we will use the same formalism, and present por-
tions of their calculation where necessary (see Ref. [26]
for more details).

In solving Eq. 3, we apply the boundary conditions
that the phase space density for species i far up-stream
(far away from the supernova shock) is equal to the am-
bient density Yi, and its gradient in momentum is zero:

lim
x→−∞

fi(x, p) = Yiδ(p− p0), (4)

lim
x→−∞

∂fi(x, p)

∂p
= 0.

Following Ref. [26], the the phase space density down-
stream, f+

i , is given by:

f+
i (x, p) = fi(0, p) +

q+i (0, p)− Γ+
i (p)fi(0, p)

v+
x, (5)

where x is the distance from the shock front and q±i is
the total source term for species i, given by:

q±i (x, p) = Σj>i fj Γ
±
j→i. (6)

The only difference between Γ+ and Γ− comes from
different down-stream and up-stream gas densities. Ig-
noring the decay lifetimes of CRs inside and around
the supernova shock, we get that q+i /q

−
i = Γ+

i /Γ
−
i =

n+
gas/n

−
gas = r. Following Ref. [26], we also assume that

D+
i = D−

i .
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FIG. 1: The ratio of the secondary cosmic ray acceleration
term to the primary cosmic ray acceleration term in Eqs. 7
and 8, as a function of momentum per nucleon. The impact
of including the acceleration of secondary cosmic rays pro-
duced inside and around the supernova shock front is most
important at high energies and for lighter species. For 10B
the ratio is significantly higher since f−∞

10B
is suppressed. As

in Ref. [26], we have adopted optimistic values for KB , B,
n−
gas, v− and r (see text for more details).

Integrating the transport equation over infinitesimal
distance one gets [26]:

p
∂fi(x, p)

∂p
= −γfi(0, p)− γ(1 + r2)

Γ−
i (p)D

−
i (p)

(v−)2
fi(0, p)

+ γ[(1 + r2)
q−i (0, p)D−

i (p)

(v−)2
+ Yiδ(p− p0)].(7)

The solution to which yields:

fi(0, p) =

∫ p

0

dp′

p′

(

p′

p

)γ

e−γ(1+r2)(D−
i
(p)−D−

i
(p′))Γ−

i
(p)/(v−)2

× γ[(1 + r2)
q−i (0, p′)D−

i (p
′)

(v−)2
+ Yiδ(p

′
− p0)]. (8)

Following Refs. [25, 26], we assume Bohm diffusion for
CRs around the shock front:

D±
i (E) =

KB rL(E) c

3
= 3.3×1022KB B−1 E Z−1

i cm2 s−1,

(9)
where rL is the Larmor radius around the shock front,
B is the magnetic field in µG, Z the atomic number
of the CR nucleus i, and E is the energy in GeV. KB

is a “fudge factor” [26] which scales approximately as
KB ≃ (B/δB)2 [25], allowing for faster diffusion of CRs
around the shock front. Values of KB >> 1 have been
suggested [25, 26] under conditions where magnetic field
amplification is inefficient.

The importance of including the acceleration of sec-
ondary CRs produced inside and around the supernova
shock front varies with energy and CR species. In Fig. 1
we show the ratio of the secondary CR acceleration term
of Eqs. 7 and 8, (1+ r2)q−i (0, p)D

−
i (p)/(v

−)2, to the pri-
mary CR acceleration term, Yiδ(p − p0) = f−∞

i , as a

function of momentum per nucleon. This ratio increases
with energy and is greater for the lighter species. This
demonstrates that the acceleration of CR secondaries is
most important in the case of light nuclear species, and
at high energies. As in Ref. [26], we have adopted the fol-
lowing parameter values: KB = 40, B = 1 µG, n−

gas = 2
cm−3, v− = 0.5 × 108 cm3 s−1, and r = 4, which have
been suggested from the observed titanium-to-iron ratio,
and are also similar to those proposed from the positron
fraction (KB = 20 [25]).

We calculate the far up-stream phase space densities
from the measured CR densities for Fe, Si, Mg Ne, O, N,
C, B, He, and p [49, 50], taking into account the relative
isotopic abundances. For the calculation of the boron-to-
carbon ratio, we start from 18O and go down to 10Be.2

We employ the relevant total and partial cross sections
(see Refs. [51, 52]). We then use the same formulation to
calculate the antiproton-to-proton ratio, and the positron
fraction, including helium and proton CRs. We start
from the heaviest isotope and solve Eqs. 6 and 8 to obtain
the injected spectrum of CRs after integrating over the
volume of the SNR:

Ni(E) = 16π2

∫ v+τSN

0
dx p2f+

i (x, p) (v+τSN
− x)2.

(10)
We take τSN = 2× 104 yr and v+ = 1.25× 107 cm s−1.

Once CRs are injected into the ISM, they propagate
in the galactic medium. Depending on the CR species
and their energy scale, there are various possibly rele-
vant time-scales. The CR diffusion, the CR advection,
the diffusive re-acceleration time-scales, the decay time-
scale and the total energy losses time-scale. In addition,
as we stated earlier, CR secondaries are produced in the
interstellar medium. Depending on the aimed level of ac-
curacy and which are the important time-scales, one can
solve the propagation equation for CRs analytically, in-
cluding only diffusion and advection (see [53]), use a leaky
box approximation (as we do), or solve numerically in-
cluding all effects [54–56]. For CR protons, anti-protons,
Boron and Carbon and for the energies at hand, advec-
tion, re-acceleration and energy losses in the interstellar
medium are subdominant (for CR electrons and positrons
energy losses have to be included). These CRs diffuse
within a zone of scale height L ∼ 1 - 8 kpc [57, 58], be-
yond which they are free to escape. The escape timescale
for a CR nucleus i is τesci (E) ≃ τesc1 × (E/Z)−δ, where E
is in GeV, Z is the atomic number, and δ is the diffusion
index. The normalization, τesc1 , and the index, δ, can be
extracted by fitting the boron-to-carbon ratio at energies
below ∼ 30 GeV, where the effects of the acceleration of
secondaries inside SNRs are subdominant.

The density of CR nuclei at Earth (neglecting solar

2 10Be decays to 10B with a lifetime of 1.36 Myr.

J!ðEÞ ’
c

4!

1

jbðEÞj
Z 1

E
dE0qISM! ðE0Þ 2h

‘cr
"
!
0;

‘

‘cr

"
; (11)

where " and ‘cr are defined by Eq. (A2) of Appendix A, ‘
is the diffusion length defined by Eq. (A3), and h$
0:1 kpc is the height of the Galactic disk.

We calculate the flux of secondary background e% and
eþ from the solar-demodulated flux of GCR protons as
derived from the BESS data [52] and model the cross
sections according to Ref. [53]. The contribution from
kaon decay is subdominant and is therefore neglected.
The presence of He both in GCRs and in the ISM is taken
into account by multiplying the proton contribution by a
factor of 1.2. Our results are in good agreement with
Ref. [54], taking into account the different diffusion model
parameters and keeping in mind that convection and reac-
celeration have been neglected here. These fluxes are
shown (dashed line) in the middle panel of Fig. 5 and are
clearly a subdominant component which cannot account
for the deficit at high energies.

Moreover, the positron flux is falling at all energies
whereas the PAMELA data [1] clearly show a rise above
a few GeV. One way this can be resolved is if there is a dip
in the electron spectrum between$10 and 100 GeV. It has
been suggested that Klein-Nishina corrections to the
Thomson cross section for inverse-Compton scattering
[55] or inhomogeneities in the distribution of sources
[31] can produce such a dip. However the former would
require a rather enhanced interstellar background light
(IBL) field [55], while the latter calculation [31] assumes
an incomplete source distribution (see Sec. II) and more-
over adopts diffusion model parameters quite different
from those derived from the measured nuclear secondary-
to-primary ratios [56] and the measured Galactic magnetic
field and IBL [28].

The other, perhaps more straightforward possibility is to
consider an additional component of GCR positrons with a
harder source spectrum that results in a harder propagated
spectrum and therefore leads to an increase in the positron
fraction.

C. Secondary accelerated electrons and positrons

It has been suggested that acceleration of secondary e!

produced through pp interactions inside the same sources
where GCR protons are accelerated, e.g. SNRs, can pro-
duce a hard positron component [19]. We recapitulate here
the essential formalism of diffusive shock acceleration
[16,17] which yields the spectrum of the accelerated pro-
tons. This serves as the source term for calculating the
spectrum of the secondary e!.

The phase space density, f!, of secondary e% and eþ

produced by the primary GCR, both undergoing DSA, is
described by the steady state transport equation:

u
@f!
@x

¼ @

@x

!
D

@

@x
f!

"
þ 1

3

du

dx
p
@f!
@p

þ q!; (12)

where q! is the source term determined by solving an
analogous equation for the primary GCR protons.
(Ideally we should solve the time-dependent equation,
however we do not know the time dependence of the
parameters and can extract only their effective values
from observations. This ought to be a good approximation
for calculating ratios of secondaries to primaries from a
large number of sources which are in different stages of
evolution.) We consider the usual setup in the rest frame of
the shock front (at x ¼ 0) where u1 (u2) and n1 (n2) denote
the upstream (downstream) plasma velocity and density,
respectively. The compression ratio of the shock r ¼
u1=u2 ¼ n2=n1 determines the spectral index, # ¼
3r=ðr% 1Þ, of the GCR primaries in momentum space
(note # ¼ 2þ !). To recover # ’ 4:4 as determined
from #-ray observations (see Table I) we set r ’ 3:1. As
noted earlier the theoretical expectation is however r ¼ 4.
For x ! 0, Eq. (12) reduces to an ordinary differential

equation in x that is easily solved taking into account the
spatial dependence of the source term

q0!ðx; pÞ ¼
#
q0!;1ðpÞexu1=DðppÞ for x < 0;
q0!;2ðpÞ for x > 0;

(13)

where the proton momentum pp should be distinguished
from the (smaller) momentum p of the produced seconda-
ries, the two being related through the inelasticity of e!

production: $ ’ 1=20. Assuming D / p (Bohm diffusion)
in the SNR, the solution to the transport equation (12)
across the shock can then be written (see Appendix B):

f! ¼
8
<
:
f0!e

x=d1 % q0!;1

u1
d1ðe

x=d1%e$x=d1
$%$2 Þ for x < 0;

f0! þ q0!;2

u2
x for x > 0;

(14)

where d1 ( D=u1 is the effective size of the region where
e% and eþ participate in DSA (see Fig. 4).
The coefficients f0! appearing in Eq. (14) satisfy an

ordinary differential equation dictated by continuity across
the shock front (see Appendix B). This has the solution:

FIG. 4. DSA setup in the rest frame of the shock front. u1 (u2)
and n1 (n2) denote upstream (downstream) plasma velocity and
density, respectively. The right-hand panel shows the solution of
the transport equation for the primary GCRs. Particles within a
distance D=u of the shock front participate in the acceleration
process.

MARKUS AHLERS, PHILIPP MERTSCH, AND SUBIR SARKAR PHYSICAL REVIEW D 80, 123017 (2009)

123017-6

Some details on the ac-
celerated secondary CRs:

Source term inside the SNR:

Propagation inside the SNR (diffusion, advection, source, decay/spallation and 
adiabatic E losses):

Bohm diffusion:

Thus the source term of SNR CR changes:

4

ISM mod. �
0

�
1

a b c d �2

tot

(/d.o.f.)
C 0.32 4.0 1.26 -0.125 -0.010 0.006 44.0 (0.86)
E 0.32 9.2 0.83 0.170 -0.046 0.007 59.6 (1.17)
F 0.32 15.6 0.94 0.055 -0.032 0.006 58.4 (1.15)

TABLE III. The best-fit parameters for propagation models C, E and F, assuming that the observed antiprotons are secondaries
produced only in the ISM (i.e. neglecting stochastic acceleration).

ISM mod. Kbest

B

K95%upper

B

K95%lower

B

�2

tot

�2

d.o.f.

��2

tot

(from back only)
C 6.1 7.6 4.6 34.0 0.68 10.0
E 10.4 12.4 8.1 39.9 0.80 19.7
F 7.4 8.9 5.7 37.5 0.75 20.9

TABLE IV. The best-fit value and 95% confidence level upper and lower limits on K
B

, for each propagation model. We show
the �2 fit to the p̄/p spectrum measured by AMS-02, and the improvement to the fit relative to the case without acceleration
of secondaries (K

B

= 0, of Table III). The fit consistently prefers positive values of K
B

, at a level of ��2 ' 10.0 – 20.9,
corresponding to a 3.2 – 4.6� preference for the acceleration of secondary antiprotons in SNRs.

term is:

Qi(Ekin) = ⌃jNj(Ekin)

"
�sp
j!i � c ngas +

1

Ekin ⌧decj!i

#
.

(4)
ngas is the gas density where the spallations occur.

These secondaries then undergo further spallations and
decays at a rate:

�i(Ekin

) = �sp

i � c n
gas

+
1

E
kin

⌧deci

, (5)

where �sp

i and ⌧deci are the spallation cross section and
decay lifetime of nuclei species, i, respectively. Including
to the above, advection, diffusion, and adiabatic energy
losses, one gets the transport equation for species i:

v
@fi
@x

= Di
@2fi
@x2

+
1

3

dv

dx
p
@fi
@p

� �ifi + qi. (6)

If enough CRs of species i are produced and acceler-
ated in the SNR before spallating or decaying (1/�i �
⌧acc), they can have a significant impact on the observed
secondary-to-primary ratios. Following Refs. [34, 35, 42],
we assume Bohm diffusion for CRs around the shock
front:

D±
i (E) =

KB rL(E) c

3
(7)

= 3.3⇥ 1022 cm2 s�1 ⇥KB

✓
µG

B

◆✓
E

GeV

◆✓
1

Zi

◆
,

where rL is the Larmor radius, B is the magnetic field,
and Z and E are the charge and energy of the CR. KB

is a factor [35] scaling as KB ' (B/�B)2 [34], allow-
ing for faster diffusion of CRs around the shock front.
Measurements of the B/C ratio were used in Ref. [42]
to constrain KB < 10 (13, 16) at the 95% (99%, 99.9%)
confidence level.

Starting with the heaviest isotopes, we calculate the
spectrum of all secondaries down to positrons in each

SNR, and then average over the Galactic Disk, assuming
a rate of three SNRs per century (see [42]). The injected
spectrum of CRs in the ISM, after integrating over the
volume of the SNR is:

Ni(E) = 16⇡2

Z v+⌧SN

0

dx p2f+

i (x, p) (v+⌧SN � x)2. (8)

We take ⌧SN = 2⇥ 104 yr, v+ = 1.25⇥ 107 cm s�1 and
f+

i is the phase space density of species i down-stream.
Treating KB as a free parameter, we calculate the

spectrum of accelerated secondary antiprotons and pro-
tons and compare this result to the p̄/p ratio measured
by AMS-02. The contribution from accelerated antipro-
tons is insignificant at low energies, but can increase
the p̄/p ratio significantly at energies above ⇠ 10 – 100
GeV. After accounting for the uncertainties described
above, we identify a statistical preference for stochastic
acceleration. In Table IV, we provide, for each propa-
gation model, the best-fit value of KB , along with the
95% confidence interval for this quantity (correspond-
ing to ��2 = 2.71). Even the lower limits on KB are
consistently positive, and the fit improves at a level of
��2 ' 10 – 21 when accelerated secondaries are included,
corresponding to a statistical preference of 3.2 – 4.6� 1.

In Fig. 2, we show the impact of accelerated secondary
antiprotons on the p̄/p spectrum. The best-fit model is
propagation model C with KB = 6.1. Given the un-
certainties accosiated with this calculation we also pro-
vide a best-fit range (dark purple band) which covers
KB = 6.1 – 10.4, bracketing the values obtained for the
three propagation models considered in this study (see
Table IV). We also show a 95% confidence band (light

1 In the fits we have added in quadrature the reported statistical
and systematic errors. At the highest energies the magnet spec-
trometer resolution and elastic scatterings of protons inside the
detector might lead to charge confusion.

Here the factor that defines the amplitude of the enhancement is:
allowing for faster diffusion around the shock front .



Accounting for all galactic SNRs and in- !
cluding propagation effects, one can !
expect a rise in other secondary/primary!
CR ratios should be observed with AMS-02.
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FIG. 2: The cosmic ray boron-to-carbon ratio predicted for various parameter choices. In each frame, the black dotted curves
represent the prediction without any contribution from the acceleration of secondary CRs in SNR shocks. In the the left frames,
this is calculated according to Eq. 8 with q−i = 0, whereas in the right frames we have used GALPROP (see text for details).
The other curves include contributions from accelerated secondaries. In the upper frames, we consider different values of KB ,
and set n−

gas = 2 cm−3. In the lower frames, we set KB = 40 and vary the value of n−
gas. In all frames, we set B = 1 µG, v− =

0.5×10
8 cm s−1 and r = 4. In each frame, the solid blue, dashed green, and dashed-dotted brown curves represent parameter

choices that are incompatible with the measured boron-to-carbon spectrum at the 95%, 99%, and 99.9% confidence levels,
respectively (using the combination of data from AMS and PAMELA; HEAO 3 data is shown only for comparison). We also
include in each frame the prediction for an even more extreme parameter value (KB = 40, n−

gas =2.0 cm−3) for comparison
with Ref.[26].

In both the left and right frames, the dotted black curves
are in good agreement with the data at all energies from
PAMELA and AMS, yielding fits with a χ2 per degree-
of-freedom of 0.50 and 0.35, respectively.

The most important parameters for our calculation are
the magnetic field B (which we take to be fixed at 1µG),
the shock compression ratio r (which we fix to r = 4), the
up-stream velocity v− (which we fix to v−=0.5×108 cm
s−1), the up-stream gas density n−

gas (which we allow to
vary), and the factor KB which is related to the efficiency
of diffusion around the shock (which we also allow to
vary). For the purposes of our calculations, KB and B
are degenerate quantities (see Eq. 9), thus we choose to
vary only KB. Also KB, B, n−

gas, v
− and r are connected

since they all appear in the secondary CR acceleration
term of Eqs. 7 and 8, (1 + r2)q−(0, p)iD

−
i (p)/(v

−)2 (see
also Eqs. 2, 5 and 6). For this reason, we also choose to

vary the value of n−
gas.

In Fig. 2, we show the predicted boron-to-carbon ra-
tio, including the contribution from secondaries produced
and accelerated in SNRs, for a range of parameter val-
ues. In the upper frames, we set n−

gas = 2 cm−3 and
vary KB, while in the lower frames we set KB = 40 and
consider different values of n−

gas. In each frame, the solid
blue, dashed green, and dashed-dotted brown curves de-
note the parameter values which are incompatible with
the boron-to-carbon measurements at the 95%, 99% and
99.9% confidence levels, respectively. We also show in
each frame the result using a more extreme parameter
value, incompatible with the measured boron-to-carbon
ratio.

Previous authors have suggested that the observed
titanium-to-iron ratio and/or the positron fraction could
be explained for parameter values of n−

gas = 2 cm−3 and

The impact of this additional !
secondary component is more !
evident for high E, light nuclei:
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FIG. 1: The ratio of the secondary cosmic ray acceleration
term to the primary cosmic ray acceleration term in Eqs. 7
and 8, as a function of momentum per nucleon. The impact
of including the acceleration of secondary cosmic rays pro-
duced inside and around the supernova shock front is most
important at high energies and for lighter species. For 10B
the ratio is significantly higher since f−∞

10B
is suppressed. As

in Ref. [26], we have adopted optimistic values for KB , B,
n−
gas, v− and r (see text for more details).

Integrating the transport equation over infinitesimal
distance one gets [26]:

p
∂fi(x, p)

∂p
= −γfi(0, p)− γ(1 + r2)

Γ−
i (p)D

−
i (p)

(v−)2
fi(0, p)

+ γ[(1 + r2)
q−i (0, p)D−

i (p)

(v−)2
+ Yiδ(p− p0)].(7)

The solution to which yields:

fi(0, p) =

∫ p

0

dp′

p′

(

p′

p

)γ

e−γ(1+r2)(D−
i
(p)−D−

i
(p′))Γ−

i
(p)/(v−)2

× γ[(1 + r2)
q−i (0, p′)D−

i (p
′)

(v−)2
+ Yiδ(p

′
− p0)]. (8)

Following Refs. [25, 26], we assume Bohm diffusion for
CRs around the shock front:

D±
i (E) =

KB rL(E) c

3
= 3.3×1022KB B−1 E Z−1

i cm2 s−1,

(9)
where rL is the Larmor radius around the shock front,
B is the magnetic field in µG, Z the atomic number
of the CR nucleus i, and E is the energy in GeV. KB

is a “fudge factor” [26] which scales approximately as
KB ≃ (B/δB)2 [25], allowing for faster diffusion of CRs
around the shock front. Values of KB >> 1 have been
suggested [25, 26] under conditions where magnetic field
amplification is inefficient.

The importance of including the acceleration of sec-
ondary CRs produced inside and around the supernova
shock front varies with energy and CR species. In Fig. 1
we show the ratio of the secondary CR acceleration term
of Eqs. 7 and 8, (1+ r2)q−i (0, p)D

−
i (p)/(v

−)2, to the pri-
mary CR acceleration term, Yiδ(p − p0) = f−∞

i , as a

function of momentum per nucleon. This ratio increases
with energy and is greater for the lighter species. This
demonstrates that the acceleration of CR secondaries is
most important in the case of light nuclear species, and
at high energies. As in Ref. [26], we have adopted the fol-
lowing parameter values: KB = 40, B = 1 µG, n−

gas = 2
cm−3, v− = 0.5 × 108 cm3 s−1, and r = 4, which have
been suggested from the observed titanium-to-iron ratio,
and are also similar to those proposed from the positron
fraction (KB = 20 [25]).

We calculate the far up-stream phase space densities
from the measured CR densities for Fe, Si, Mg Ne, O, N,
C, B, He, and p [49, 50], taking into account the relative
isotopic abundances. For the calculation of the boron-to-
carbon ratio, we start from 18O and go down to 10Be.2

We employ the relevant total and partial cross sections
(see Refs. [51, 52]). We then use the same formulation to
calculate the antiproton-to-proton ratio, and the positron
fraction, including helium and proton CRs. We start
from the heaviest isotope and solve Eqs. 6 and 8 to obtain
the injected spectrum of CRs after integrating over the
volume of the SNR:

Ni(E) = 16π2

∫ v+τSN

0
dx p2f+

i (x, p) (v+τSN
− x)2.

(10)
We take τSN = 2× 104 yr and v+ = 1.25× 107 cm s−1.

Once CRs are injected into the ISM, they propagate
in the galactic medium. Depending on the CR species
and their energy scale, there are various possibly rele-
vant time-scales. The CR diffusion, the CR advection,
the diffusive re-acceleration time-scales, the decay time-
scale and the total energy losses time-scale. In addition,
as we stated earlier, CR secondaries are produced in the
interstellar medium. Depending on the aimed level of ac-
curacy and which are the important time-scales, one can
solve the propagation equation for CRs analytically, in-
cluding only diffusion and advection (see [53]), use a leaky
box approximation (as we do), or solve numerically in-
cluding all effects [54–56]. For CR protons, anti-protons,
Boron and Carbon and for the energies at hand, advec-
tion, re-acceleration and energy losses in the interstellar
medium are subdominant (for CR electrons and positrons
energy losses have to be included). These CRs diffuse
within a zone of scale height L ∼ 1 - 8 kpc [57, 58], be-
yond which they are free to escape. The escape timescale
for a CR nucleus i is τesci (E) ≃ τesc1 × (E/Z)−δ, where E
is in GeV, Z is the atomic number, and δ is the diffusion
index. The normalization, τesc1 , and the index, δ, can be
extracted by fitting the boron-to-carbon ratio at energies
below ∼ 30 GeV, where the effects of the acceleration of
secondaries inside SNRs are subdominant.

The density of CR nuclei at Earth (neglecting solar

2 10Be decays to 10B with a lifetime of 1.36 Myr.

IC and Dan Hooper PRD 2014 

This results in Limits from B/C !
(including background uncertainties),!
on the acceleration of secondary!
 CRs in supernova remnants:
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Secondary CRs produced in SNRs can NOT explain the full positron fraction 
excess even for optimistic cases of energy losses inside the SNRs.
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Implications on the Positron fraction
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What about the Antiproton to Proton Ratio?
Antiprotons background uncertainties are very large. They are associated 
with: !
i) the antiproton production cross-section from CR protons and heavier 
nuclei collisions with the ISM gas!
ii) the propagation of CRs through the ISM!
iii) Solar Modulation

IC and Dan Hooper PRD 2014 



I) Antiproton production cross-section uncertainties

11

T (GeV) Eq.(11) (% error) Eq.(12) (% error) Eq.(13) (% error) spline (% error) Tan & Ng Duperray et al

5 1.23 · 10�30(4.9) 1.47 · 10�30(6.1) 1.67 · 10�30(5.4) 1.38 · 10�30(2.7) 1.42 · 10�30 1.40 · 10�30

10 4.31 · 10�31(4.2) 4.87 · 10�31(3.0) 5.17 · 10�31(4.8) 4.34 · 10�31(2.5) 4.96 · 10�31 4.74 · 10�31

100 1.70 · 10�33(5.9) 1.82 · 10�33(8.7) 1.77 · 10�33(6.8) 2.03 · 10�33(3.2) 1.82 · 10�33 2.04 · 10�33

500 2.42 · 10�35(6.2) 2.82 · 10�35(9.5) 3.39 · 10�35(8.8) 3.26 · 10�35(5.2) 2.38 · 10�35 3.27 · 10�35

1000 3.13 · 10�36(6.9) 4.16 · 10�36(11) 6.83 · 10�36(10) 7.02 · 10�36(5.8) 3.29 · 10�36 4.93 · 10�36

TABLE VI. Best-fit values and corresponding percentage relative errors for the pp-induced source term (in GeV�1cm�3s�1),
for some representative antiproton energies and di↵erent approaches in the data analysis.

our plots. A similar prescription was found to be more
indicative of the real uncertainty, once global fits were
performed. In this case, the inadequacy of the nominal
1� error band was already hinted to by the relatively
large reduced �

2, never smaller than �

2

⌫ = 3.30. We
attribute these results to a combination of factors: i) un-
derestimated experimental errors, notably in (some of)
the older datasets, due to e↵ects that were neglected as
the feed-down we mentioned. ii) inadequacy of any sim-
ple functional form tested to describe faithfully the data,
especially on a large dynamic range; iii) some sort of
more or less implicit analytical extrapolation assumption
in order to achieve coverage of the 3-dimensional space
(
p
s, pT , xR) starting from a discrete set of points. Note

that this also applies to interpolation techniques, which
for instance rely on some theoretical assumptions such
as scaling. The situation may be certainly improved if
high-quality measurements such as the ones provided by
NA49 could be extended to a broader dynamic range.

We also stress that outside the regions where data are
available, there is no compelling reason for either one of
our results according to equations (12) and (13) to be
more realistic than the other. Whereas the agreement
of all of our computations at intermediate energies hints
that the error estimates there is fairly reliable, this is
not at all the case at very low and high energies. A
more conservative approach is to assume that in this case
the error is dominated by the extrapolation uncertainty,
for which a proxy is given by the region spanned by the
ensemble of our approaches, amounting to about 50% at
1 TeV.

As a practical summary of our analysis, we report in
Fig. 8 an estimate for the uncertainties inherent to the
production of antiprotons from inelastic pp scatterings.
The results are expressed as the ratio of the antiproton
source term in Eq.(1) to a reference value. For the blue
and the red bands, this reference value has been fixed to
the source term obtained by setting the pp production
cross section to the best fit to all the data obtained with
Eq. (13) (parameters as in Table V). Outside the vertical
bands—delimiting the energy range in which data are
available—we extrapolate the production cross section
by means of the same formula.

The blue band corresponds to considering parametriza-

FIG. 8. Estimate of the uncertainties in the antiproton source
term from inelastic pp scattering. The blue band indicates the
3� uncertainty band due to the global fit with Eq.(13), while
the red band corresponds to the convolution of the uncertain-
ties brought by fits to the data with Eq.(13), Eq.(12) and
with the spline interpolation (see Fig.6.). The orange band
takes into account the contribution from decays of antineu-
trons produced in the same reactions. Vertical bands as in
Fig.6. See text for details.

tion (13) alone. By simple inspection we can clearly see
that the relevant uncertainty is maximally of the order of
10%. The red band is obtained by convoluting the uncer-
tainty bands resulting from fits through Eqs.(13) and (12)
and (within the vertical bands) the spline interpolation.
This more conservative approach sizes the uncertainties
from 20% at the lowest energies to the extrapolated 50%
at 1 TeV.

The most conservative estimate is shown by the or-
ange band, where the additional uncertainty on the an-
tineutron production has been taken into account. In
this case, the normalization has been fixed to a source
term in which the antineutrons produced in pp scatter-
ings contribute with an energy-independent rescaling fac-
tor  = 1.3 (w.r.t. 1). The relevant uncertainty band has
been derived by shifting the (red) previous convolution
by an additional factor to account for the antineutron
decay,  ' 1.3 ± 0.2, as discussed in Sect. IV. The or-
ange band indicates that the antiproton source term may

Di Mauro et al. PRD 2014

Also one has to include the production of 
antiprotons from collisions with heavier 
nuclei (mainly He), which can contribute 
~40%  more antiprotons than the p-p  
collisions alone. Also contribution from 
antineutrons  produced first at p-p.

The are significant uncertainties on the antiproton production cross-section 
directly from p-p collisions. Most parametrizations have only used data from 
the 70s. 

Di Mauro et al. PRD 2014

See also results from Kappl & Winkler JCAP 2014
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FIG. 6. Comparison between fitted function of Eq.(13)
with 3� band (solid curve with cyan/blue shaded band),
of Eq.(12) with 3� band (dot-dashed curve with green/light
green shaded band) and interpolated curve (dashed red), with
the interpolation envelope band, red/orange shading. The
dashed vertical lines correspond to the equivalent antiproton
energy sampled by the global dataset, where an interpolation
is in principle meaningful.

FIG. 7. The best fit and 3� uncertainty band source term
derived with the fit of Eq.(12) and Eq.(13) to all datasets in
Tab. I is shown together with the source term obtained using
[11, 12] cross section parametrizations.

majority of the data lie in the T 2 (10, 300) GeV range,
where the most reliable estimates of the distribution in
Eq.(3) can be obtained and which, even prior to the
NA49 and BRAHMS measurements, were already dis-
creetly populated with data. In this sense, given that
the NA49 data are not in contradiction with previous ex-
perimental results, it is expected (and verified) that the
estimates presented in Tan & Ng [12] and Duperray et

al [11] are in good agreement with our findings for this
energy range. Moreover, as long as a reasonable func-
tional form is adopted for the invariant distribution, it is
more or less bound to predict a comparable source term
within this energy range. The small discrepancies of our
spline interpolation and fitting approaches could be likely

attributed to the fact that the interpolation essentially
neglects the scaling violation, while the fits do allow for
some flexibility (extra dependence on s) to accommodate
it.
On the other hand, at low and high energies, the rela-

tively small amount of available data essentially implies
extrapolations of the fits performed principally for T be-
tween 8 and 300 GeV. Consequently, moderately di↵erent
assumptions can yield significantly di↵erent results. This
is demonstrated by the fact that adopting two slightly
di↵erent parameterizations while using the same dataset
changes the high-energy source term prediction quite dra-
matically. Moreover, these findings are insensitive to the
inclusion or not of the BRAHMS data in the analysis,
which means that the results in [13] are not su�cient
to constrain the high-energy behavior of the invariant
distribution and, hence, the antiproton source function.
This is due to the fact that the data of [13], only cover
the exponentially suppressed high-pT region (similarly to
the ones of [23]), see Fig. 1. In this sense, both the low-
energy and high-energy behavior of the invariant distri-
bution remain highly uncertain. Given that both the
spline method and the fit with Eq.(13) demonstrate a
similar trend at high energies, we believe that making
any conclusive statement concerning the high-energy be-
haviour of the antiproton inclusive cross section would be
risky. This is all the more the case since spline interpo-
lations can be notoriously misleading when extrapolated
outside data-covered regions.
Whereas in the low-energy regime this point is not very

important, given that in any case the secondary antipro-
ton flux is dominated by huge uncertainties coming from
astrophysical sources (solar modulation, propagation pa-
rameters, antiproton scattering cross sections), it is plau-
sible that in the region of several hundreds of GeV and
higher the main uncertainty is still due to the antiproton
production cross section.
We summarise in Table VI the pp-induced source term

along with the associated percentage uncertainties re-
sulting from our analysis of the NA49 data according
to Eq.(11), our global analysis according to Eqs.(12) and
(13), our spline interpolation method of the full dataset,
and the previous estimates in [12] and [11], for a few
representative values of the antiproton energy. This ta-
ble simply illustrates the results reported in Figs. 6 and
7: with increasing energy, the di↵erent approaches turn
from marginally compatible (at the lowest energies, few
GeV) to fully compatible until, towards the end of the
region for which experimental data are available, they
yield very di↵erent results.
Concerning the error estimates, we also point out that

the nominal 1� error band obtained from the �

2 min-
imization procedure is underestimated, for several rea-
sons. In some case where �

2/dof is close to 1, as in the
fit to NA49 data only with a simple fitting formula, we
showed how the agreement with an interpolation method
is only meaningful if roughly a 3� band is used as typical
estimate of the error. This is the choice we presented in
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 II) Accounting for ISM galactic propagation uncertainties for Cosmic Rays

Voyager 1 (ISM) proton flux:
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FIG. 6: Top: The CR boron-to-carbon ratio predicted for the various Galactic cosmic-ray models given in Table I. Bottom:
A comparison between the cosmic-ray proton spectrum for the same set of models and the PAMELA data. In each frame, we
have applied the model of solar modulation presented in this paper. For protons and for model C (� = 0.40) with solid green
line we show the unmodulated ISM flux for comparison.

B/C from PAMELA and AMS-02; Sets the time scale for CRs to!
diffuse away from the galactic disk. Also sets constraints on the !
combination of convection and re-acceleration.
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The Astrophysical Journal, 735:83 (13pp), 2011 July 10 Strauss et al.

Figure 6. Same as Figure 5, but for the A < 0 polarity cycle.

Figure 7. Three-dimensional spatial representation of the particle trajectories shown in Figure 1. Two representative particle trajectories (black and gray lines) are
shown for the A > 0 (left panel) and A < 0 (right panel) HMF polarity cycles. In the A < 0 cycle, the pseudo-particles (galactic electrons) are transported mainly
toward higher latitudes, while in the A > 0 cycle, the particles remain confined to low latitudes and drift outward mainly along the HCS. This illustration is consistent
with the results of galactic electrons shown in the previous figure.
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III) Dealing with Solar Modulation Uncertainties
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Figure 25: Proton spectra, averaged over one Carrington rotation, as observed by the PAMELA
space instrument from July 2006 to the beginning of 2010 (see the colour coding on the left). The
spectrum at the end of December 2009 was the highest recorded. See Adriani et al. (2013) and
also Potgieter et al. (2013).
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Protons at Earth (A < 0)
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Figure 26: Computed ratios of di↵erential intensities for selected periods in 2007, 2008, 2009
with respect to Nov. 2006 as a function of kinetic energy in comparison with PAMELA proton
observations (Potgieter et al., 2013).
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CR proton flux 4-week  
intervals

PAMELA, Adriani et al. 2013

There is Time Dependence !
AND Energy Dependence



Assuming we know the !
ISM proton spectrum

Constraining the qA>0 era:

Constraining the qA<0 era:

Let the CR archival Data  
tell us how the CR fluxes 
have been modulated: 

IC, DH, TL, PRD 2016
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FIG. 6: Top: The CR boron-to-carbon ratio predicted for the various Galactic cosmic-ray models given in Table I. Bottom:
A comparison between the cosmic-ray proton spectrum for the same set of models and the PAMELA data. In each frame, we
have applied the model of solar modulation presented in this paper. For protons and for model C (� = 0.40) with solid green
line we show the unmodulated ISM flux for comparison.

II) & III) Cross-checking every time with all the PROTON data; !
monthly AND total (i.e ISM & Solar Modulation):

True ISM p !
spectrum

Modulated p spectrum!
at Earth

Constraining the form of the Modulation potential and the ISM p spectrum !
in a recursive manner.  



Combining all uncertainties together and !
marginalizing over them:

IC, Hooper, Linden PRD 2017 



We do get Positive  Potential Signal of Stoch. Accel. of Secondaries from 
antiproton/proton ratio at energies above 100 GeV:

IC, Hooper, Linden PRD 2017 
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TABLE 1
Fit results for the two propagation scenarios and for various minimal values of kinetic energy.

Data B/C ratio p̄/p ratio

Model of CR Emin K0/L /B ⌧snrn� �2/df K0/L /B ⌧snrn� �2/df
propagation (GeV/n) (kpc/Myr) (µG�1) (kyr/cm3) . . . (kpc/Myr) (µG�1) (kyr/cm3) . . .

Kolmogorov 10 0.0165 ± 0.0003 0.0 ± 5.8 24.0 ± 2.0 14/38 0.0165 ± 0.0011 9.8 ± 2.9 46.5 ± 8.1 11/31
Kraichnan 10 0.0176 ± 0.0003 0.01 ± 0.13 45.6 ± 1.6 21/38 0.0152 ± 0.0001 6.45 ± 2.46 59.0 ± 5.0 12/31
Kolmogorov 3 0.0159 ± 0.0002 0.0 ± 0.3 27.1 ± 1.6 22/50 0.0134 ± 0.0006 4.3 ± 2.4 67.4 ± 4.9 25/43
Kraichnan 3 0.0155 ± 0.0002 0.01 ± 0.06 52.6 ± 1.2 77/50 0.0111 ± 0.0003 0.5 ± 32 76.5 ± 1.6 36/43
Kolmogorov 1 0.0156 ± 0.0002 0.01 ± 0.18 29.1 ± 1.4 31/59 0.0129 ± 0.0005 3.19 ± 2.26 70.9 ± 4.2 27/50
Kraichnan 1 0.0148 ± 0.0002 0.01 ± 0.04 55.9 ± 1.1 122/59 0.0105 ± 0.0003 0.2 ± 0.86 78.8 ± 1.4 46/50
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Fig. 1.— B/C ratio (a) and p̄/p ratio (b) measured by AMS (Aguilar et al. 2016,b) in comparison with the best-fit models (light blue
solid lines) with Emin =10GeV/n of kinetic energy. Contributing components from standard secondary production (orange, long-dashed
lines) are shown together with the component from secondary production in SNRs (green short-dashed lines). The shaded bands represent
the errors from the fits. Two-dimensional contour plots (c) are shown for the parameters ⌧snrn� and K0/L at 68% (shaded blue area) and
95% (shaded pink area) of confidence levels. The plots correspond to B/C-driven (a) and p̄/p-driven (b) fits performed at E > 10GeV.

The new AMS data on the B/C ratio (Aguilar et al.
2016b) and on the p̄/p ratio (Aguilar et al. 2016) have
been used to constrain three key parameters that are di-
rectly linked to physical observables: (i) the ratio K0/L
between the di↵usion coe�cient normalization and the
half-height of the halo, which governs the secondary
production in the ISM (Ns ⇠ Np⇥L/K⇥�fr

s!p); (ii) the
product ⌧snrn� between SNR age and upstream plasma
density, which regulates the secondary production
inside SNRs (Ns / Np⌧snrn�); and (iii) the /B ratio,
which set the normalization of the di↵usion coe�cient
D at the shock, giving the yield of DSA-accelerated
secondaries (Ns / NpD/u2

± / /B). These parameters
are constrained by means of a standard �2 analysis
where the B/C and p̄/p data from AMS are used
separately, above the kinetic energy Emin=1, 3, and
10GeV. The use of larger Emin values gives more reliable
results because the low-energy region can be a↵ected
by uncertainties in solar modulation. We consider two
model implementations: conservative, i.e., B/C-driven
parameter constraints, and speculative, i.e., p̄/p-driven
parameter constraints.

3. RESULTS AND DISCUSSION

The fit results are summarized in Table 1. To keep the
results concise, we will focus on results obtained with
Emin = 10GeV/n under the Kolmogorov model. The
best-fit models are shown in Fig. 1 for the B/C (a) and
p̄/p (b) driven fits. Overall, we found that all configura-
tions lead to good fits for both observables. Accounting
for secondary production processes inside SNRs improves

the description of the AMS data because, at high-energy,
the expected decrease of the ISM-induced B/C ratio is
balanced by the harder SNR-accelerated boron flux. In
Kraichnan-like models, even larger SNR fluxes are in-
ferred because under this scenario the ISM-induced B/C
ratio is steeper. However, the Kolmogorov-type model
appears to be favored. This model is also supported by
recent observations of magnetic turbulence in the local
ISM (Burlaga et al. 2015). Interestingly, the inferred
SNR gas density is found to be consistent with the av-
erage density of the ISM (⇠ 1 cm�3), as one would ex-
pect from a large population of contributing SNRs. The
appearance of the SNR component does not give signif-
icant signatures on the B/C ratio, but it causes a pro-
gressive B/C-hardening that introduces new degeneracies
between source and transport parameters. As noted in
Tomasetti & Donato (2012), disregarding interactions in
SNRs may leads to biased results for the �0 parameter.
This e↵ect may explain why in Feng et al. (2016), from
the B/C data, it was inferred �0 ⇡ 0.18±0.1 in terms of
MCMC posterior mean. It is interesting to note that in
Aloisio et al. (2015), under a phenomenologically simi-
lar scenario of CR propagation, an SNR grammage of
Xsnr ⇡ 0.16 g cm�2 was invoked to fit the B/C data. This
grammage corresponds to ⌧snr ⇡ 20 kyr and n� ⇡ 1 cm�3,
in good agreement with our findings.
From Fig. 1(b), it can be noted that p̄/p-driven fits

lead to stronger SNR production, recovering the recent
results of Cholis et al. (2017). However, it can be seen
that these results are inconsistent with those obtained
with the B/C ratio. In Fig. 1(c), 68% and 95% probabil-
ity contours are shown for the key parameters K0/L and
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Variations between SNRs. For example 
if nearby SNRs are efficient accelerators 
of secondaries, but have low abundan-
ces of intermediate mass nuclei, then 
the connection between the B/C ratio 
pbar/p could be weakened.

See also Di Mauro et al. JCAP 2014



Conclusions
• Production and stochastic acceleration of secondaries in SNRs is a likely 

source of high energy hard secondary CR spectra 

• The amplitude of that “additional” component is not well understood 

• Using the CR secondary/primary spectra we can probe it  

• From B/C we have been able to place some upper bound on the 
contribution of the stoch. accel. secondaries 

• On the antiproton/proton ratio we find an increase/hardening of the 
spectrum compared to theoretical expectations above 100 GeV 

• To study the pbar/p ratio we have taken into account all basic uncertain-
ties (injection and propagation through the ISM, antiprotons production 
cross-sections).  

• May possibly be an indication of a lower bound on the contribution of the 
stoch. accel. secondaries and tell us something about variations between 
SNRs (in distance from us and/or in their metallicity environments)



Thank you



Why the *Rise* of the positron fraction is interesting:
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Additional Source of Positrons?

Near-by Pulsars?

Dark Matter signal?!


